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1 Introduction

Distributed project coordinationrequiresinsight in the typesof interactioninvolved in engineering
practice. In current practice, well-structured hierarchical managementand decentralisedproject
organisationare often combined.Within an organisation,a numberof levels can be found within
which responsibility for effective interaction is delegated to the engineers themselves. Emtgioieers
when to exchangpreliminaryideasand partial designs whento acknowledgepossibleconflicts and
when to resolve such conflicts, when to questexuirementset cetera.A combinationof traditional
managemenstructuresand virtual organisationgesultin dynamic structures liable to considerable
change during the life span of a project.

The types of interaction encountered in such real-life engineering situations show how stictate
processesanbe. Within the multi-agentcommunitythe problemof distributedproblem solving has
beenrecognisedseefor example(Dunskus,Grecu, Brown and Berker, 1995; Petrie, 1994). In
(Jennings,1995) an informal multi-agentmodelfor cooperativegproblemsolvingis proposedand its
implementation in one specific environmeéntdescribedThis modelwas developedn the contextof
the ARCHON project which focussed orelectricity transportationrmanagementJennings,Corera,
Laresgoiti, Mamdani, Perriolat, Skarek, Varga, 1995). Essentialelementsof this model are the
dynamic organisation angnanagemenbf joint activities, susceptiveto changedue to unexpected
events.As described,the model, however, does not provide enoughdetail to supportanalysis,
modelling, reuse,and implementationof coordinationsystemsin specific domains.In this papera
formal model is proposed which does provide the lef@letail required.This model,a formalization
of Jennings' model, is more refinadd more genericthan Jenning'smodel. It is morerefinedin the
sensethat more detail of the organisation anananagemenbf joint projectsis included. It is more
generic in the sense that domain specific knowledge and domain independentresgebesertlearly
separatedwhich simplifies reuse.The modelis describedin the DESIRE framework (Langevelde,
Philipsenand Treur, 1992; Brazier, Dunin-Keplicz, Jenningsand Treur, 1995; Brazier, Treur,
Wijngaardsand Willems, 1995, 1996), a frameworkfor the designand (formal) specification of
complex compositional systems. DESIRE is briefly introduced in Section 2. In Section 3 a
specificationof a genericagentmodelis introduced.In Section4 this modelis specialisedo a more
refined agent moddbr a cooperativeagentbasedon Jennings'modelof cooperationln Section5 a
brief synopsis is given adn applicationof the refined agentmodelfor a real designprojectin which
traditionalmanagemenand virtual organisationsare combined:the designof part of the interior of a
specific aircraft.

2 Specification of Multi-Agent Systems

In projects such as the design project sketched above, task coordination between agents is essen
agents however,often perform more than one task, (sequentiallyor in parallel), task coordination
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within the agentsthemselvess also of importance.Within the formal compositionalframework
DESIRE (Langevelde Philipsenand Treur, 1992; Brazier, Treur, Wijngaardsand Willems, 1995;
Brazier, Dunin-Keplicz, Jenningsand Treur, 1995, 1996) task models are used to define
compositional architectures. Task models include knowledge of

(1) atask (de)composition,
(2) information exchange,

(3) sequencing of (sub)tasks,
(4) sub-task delegation, and
(5) knowledge structures,

These five typesf knowledgeare explicitly modelledand specifiedat different levels of abstraction.
Tasks are defined at different levels of abstraction, resulting in &daegompositionDifferent levels
of abstractiorare distinguishedwithin knowledgestructuresfor exampletaxonomiesof information
types. Tasksrefer to theseknowledgestructures.Sequencingof tasksand goals, and information
exchangeeflect the abstractiorlevel of tasks involvedTaskdelegationthe last of the five types of

knowledge, is also defined at all levels of abstraction withaskmodel. More abstractasksmay be

delegatedo morethanone party, whereasmore specifictasksare often delegatedo one particular
party.

The modelof cooperatiorpresentedn this paperhasbeenformally specifiedwithin the DESIRE
framework. The semanticof the formal specificationlanguageare well-defined, basedon temporal
logic; see (Brazier, Treur, Wijngaards and Willems, 1996). By explicitdgellingand specifyingthe
semantics of static and dynamic aspects ®fsaem,a well-definedconceptuablescriptionis acquired
that can be used for verification and validation, but also is a basis forreuse. Translationto an
operational system is straightforward; the framework, in fact, incluagsementatiorgeneratorsvith
which formal specificationscan be translatedinto executablecode. DESIRE has beensuccessfully
appliedto designand developboth single agentand multi-agentsystems(Brazier, Dunin-Keplicz,
Jennings and Treur, 1995).

3 A Generic Model of an Agent

A cooperative agent performs a number of generic tasks. Some of these tasks deafeltichghip
of an agentto the world: maintaininginformation about the world (world mode), and managing
interactionwith the world (observation executionof actions that changethe world). Other tasks
concernits relationshipto other agents:maintaining information on other agents(agent model$,
managingnteractionwith other agents(communicatiopy and managingactivities performedjointly
with other agents ¢ooperatiof). Furthermore, tasks o more reflective nature are performed:
maintaininginformation of an agent'sown processe®ver time (history), and managingan agent's
own processegown processcontrol). In addition to thesegeneric tasks, agent specific tasks are
distinguished: tasks that may differ between agexgsr(t specific tasks

Each of the eight generic agent tasks distinguished is specifiecdoypmnenat the top level of the
agent: agent_specific_tasks (AST), own_process_control  (OPC), maintain_history (MH),
agent_interaction_managemenfAIM), maintain_agent_information (MAI), cooperation_management(CM),
world_interaction_managemeiftviM), and maintain_world_informationMWI); a graphical representations
shown in Figure 1.

The agent component OPC is responsibled&ermining,planning,schedulingand monitoringan
agent's activities. Furthermore, it is responsible for maintaininglaifantinformationon the agent's
activitiesandits status.AST is mostly domain-specifiand may differ per agent.lt containsa task-
hierarchy and knowledge necessary to perform tasks in interagtiomther component®f the same
agent.The componentMH is responsiblefor the storageof the sequence®f internal and external
processes ofain agent, forwhich purposesand with which results. Upon request,part of this
information can besentto other component®or agents.Informationof this kind is usefulin strategic
reasoningFor example,if a goal canbe reachedvia different recipesand oneof theserecipeshas
previously been attempted and failed, another recipe should be attempted.

The component AIM manages communication with other agents, in particular with team membel
a project. It receivesinformationfrom CM which it transfersto (possible)participantsin a project.
Furthermore,it receives(communicatedjnformation from other agentswhich it transfersto other
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relevantcomponents. IrlMAI information on other agentsis storedthat, if required,can be made
availableto othercomponentsThe componentCM is responsiblefor all tasksconcerningprojects,
project commitments and cooperatidhe component MWI contains the current wastdteas known
to the agent.It storesall information obtainedby monitoring the world. The componentWIM is
responsible for the execution of observations and acthomgnportantsub-task ofthis componenis
the observation of the effects tme world of the tasksexecutedby the otheragents andby the agent
itself.
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Figure 1 Component and interaction structure at the top level of a cooperative agent

Information linksare defined to specifpformation exchangbetween agents, betweagentsand
the world, and between components within an agent. In Figteitformationlinks at the top level
of the agent are depicted as arrows. For clarity only those link®astderedhat arerelevantfor the
cooperation model. In general, information communicatexthtagentby anotheragent, istransferred
directly from the inpuinterfaceto the agent'scomponentAlM by the link incoming_communicated_info
Comparablyinformation to be communicatedrom an agentto other agentsis determinedby the
agent's component Alfndis transferred from this componentttee outputinterfaceof the agentby
the link communication_to_be_performed

A similar role is playedby the componentWIM in the interactionof the agentwith the world:
observationsand actionsto be executedn the world are determinedoy the agent'scomponentWIM
and transferred from this component to the agent's output interface by the link
world_interaction_to_be_performedDbservationinformation receivedby the agent from the world is
transferred from the agent's input interface to the component WIM by the link
incoming_observed_world_info

From the componentWIM the incoming information can be transferred further to other
componentwia thelinks observed_world_infto the componentMWI , where the agent storesits
information of the currentworld state)and observed_world_info_to_CMThe incoming communicated
information can be transferredfrom the componentAIM to other componentsby the links
communicated_info_to_ OR@ommunicated_info_to_CMcommunicated_world_infoand communicated_agent_info
The componenEM requiresinformationon the agentitself and on otheragents.This informationis
provided,respectivelyyvia thelinks self_info_for_cooperatio@nd other_agents_info_for_cooperatioBupply
of information of this kind only takesplacewhen requiredTo this endthe links self_info_requesand
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other_agents_info_requdsansfer meta-information on which specific information is required. The explici
formulation in DESIRE of which information is to be transferred and from where to where makes fil
grained control of the information exchange within the agent possible.

The information on the cooperation as determined by the componeha€id be providedto the
agentitself andto the otheragentsinvolved in the cooperationThe formeris performedby the link
cooperation_info_to_OPCThe latter involves the componentAIM. The link info_to_be communicated
transfers the information to this component. In AIM communication fodormedis preparedThis
information is transferred to the agent's output interfacéiink communication_to_be_performgérom
where the information is transferredto the agentsto whom the information is addressed).The
componentCM also requiresinformation on the world. This information can be suppliedin a
controlled manner by the agent's storage of world information in the compdiéntusing the links
required_world_infaandworld_info_to_CM However, if the required world informatias not yet available
within the agent, OPC may determinethat an action is requiredto acquire the information from
outside. This can be performed by a controlled observatitdreetorld by the agent.To this endthe
links required_observationand observed_world_info_to_CMre specified.Of course,it is also possibleto
obtaininformationon the world by communicationwith otheragents.This is modelledby the links
info_to_be_communicated(transferring a request for world information for another agent) and
communicated_info_to_CNtransferring world information received from another agent) discussed abo\

Task controls specified by task control knowledge within agents and within components of aget
This control knowledgeexplicitly expressesvhich componentshould be activatedwhen and how,
which goals are associated with component activation, and the amaifarofvhich canbe afforded
to achievea goal to a given extent. Theseaspectsare specified as componentand link activation
together with sets of targessd requestsgxhaustivenesand effort to definethe component'goals.
Oncean agenthasbeenawakenedsomecomponent®f the agent(for instance,OPC and CM) are
permanently activated by task control rules of the form

if start

then next_component_state(component_name,awake)

Components that are not always awake, are activated with rules of the form

if activation_condition

then next_component_state(component_name,active)

and next_target_set(target_set_name)

The component is only active while trying to derive itifermationindicatedby target_set namelhe
activation condition specifieswhich target_setsnust be fulfilled, by which componentsand with
which exhaustiveness. Examples are to be found in Section 4.4.

4 Specification of the Cooperation M odel

In this sectionthe genericagentmodelof Section3 is refinedto accomodatehe cooperatiormodel.
For detailed specifications see (Brazier, Jonker and Treur, 1996).

In Jenningsmodelof cooperationagentsare capableof organisingprojects.An agentdecidesto
organisea projectto reacha given goal. With respectto the currentstate of the world, an agent
determines a set of activities to reach this goal and the temporal depentetweesthe activities.In
interactionwith theseagents,the organisingagentdetermineswvhich agentsare willing and able to
participate in the projecOn the basis ofthis information, the activitiesto be performed the orderin
which the activitiesareto be performedandthe deadline the organisingagenttries to put togethera
project team and a project sched(dalleda recipg. The creationof this recipeis an iterative process
requiringinteractionwith the otheragentson their own scheduleqrelatedto other projects).When
completed, the recipe is sent to all participants, and the project commences.

Once committedeachpatrticipatingagent(including the organiser)eceivesthe final recipe,andis
committedto the relevanttime interval in the recipe.Eachagenthasthe sameobligation towardsthe
project: each monitors the progress of the projecisedually responsibldor its successlf ateam-
memberdiscoversa problemthat endangershe project, he/sheinforms all participants.One of the
agents (e.g., the project manager) can then take the initiative to modify the project plan, torereate
project for the same goal or to inform all participants that theigaadattainableor thatit is nolonger
necessary to reach the goal.

In Figure 2 a hierarchicaltask decompositiorfor a cooperativeagentequippedwith the model of
cooperation is depicted as a specialisation of the agent model introduced in Section 3.



In Sections4.1 to 4.5 the agentcomponentghat play an importantrole in the cooperationare
described in more detail.

agent specific tasks

determine goals and commitments

assess information

own process control evaluate own processes
plan and schedule

maintain own activities

maintain historiy

agent interaction manageme nt

maintain agent update agent information

information retrieve capabilities information

prepare project commitments
generate
cooperation ’— project generate and modify project recipe

management monitor l_ assess viability
project L

determine consequences

prepare action execution
—— world interaction - .
manageme nt prepare observation execution

distribute observation information

maintain world information

Figure 2 Task hierarchy for a cooperative agent

4.1 Own Process Control (OPC)

The agent componentOPC is a composed componentresponsiblefor determining, planning,
schedulingand monitoring an agent'sactivities. Furthermore,it is responsiblefor maintaining all
relevant information otthe agent'sactivitiesandits status.Thesesub-tasksare performedby OPC's
sub-componentsdetermine_goals_and_commitmef®PC), assess_information (Al), evaluate_own_processes
(EOP),plan_and_schedul@S) andnaintain_own_activities (MOA)

4.1.1 Determine Goals and Commitments (DGC)

ComponenDGC determinegyoalsof an agenton the basis ofits motivations, priorities, deadlines,
andits role within a system.Selectionof a goal dependson motivation: motivation is a necessary
precondition for goal selection. Selection of a goal implies individual commitment to the goal.

4.1.2 Assess Information (Al)

The Al componentmaintainsall relevantinformation on an agent'sactivities: which information is
based on its own observations;which on own assumptions;which has been received by
communicationand from which source;and which information has beenderived, and is basedon
which other information.

4.1.3 Evaluate Own Processes (EOP)

Component EOP is responsible toe evaluationof the progressof an agent'sactivitieswith respect
to its individual commitments,by monitoring relevant activities (its own and other agents)and
analysing monitoring this information. During analysisEOP may, for example, deduce that the
motivation for a goal has disappeared: this goal is then removed.
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4.1.4 Plan and Schedule (PS)

The componenPS is responsibldor planningand schedulingan agent'sactivities, uponrequestfor
participation in a project by another agenton the basis ofinformationreceivedfrom EOPor DGC.
The componenPS usesdomain-knowledgéo find a setA of activities, calleda plan, that meetsthe
following criteria: (1) execution of the plan will lead to thidiflment of a goal G, (2) the plancanbe
scheduled without contradicting prior commitments,t{@plan matcheshe priority andthe deadline
of the goal. If no suchplan and schedulecan be found, not evenby requestingthe help of other
agentsthis mustbe communicatedo EOP. Anothergoal canthenbe selectecby DGC. If an agent
cannot reach the goal G itself while respectimgpriority and deadline but the goal may possiblybe
reached with the help of others, thahrelevantinformationis sentto CM, which will try to createa
project to reach the goal.

4.1.5 Maintain Own Activities (MOA)

This componentstoresan agent'sown schedule,which actions an agent can perform (domain
dependentand which commitmentsan agenthasmadeto which goals. Commitmentscan be made
with respect to other agents and projects.

4.2 Agent Interaction Management (AlIM)

As discussedin Section 3, the componentAIM managescommunicationwith other agents,in
particular with team members of a project. For example, upon receiving iecipe,AIM determines
the subset of recipe-elements that concern its own activities. This subset is passed on as "own pr
information to OPC. The whole recipe is sent to CM.

4.3 Maintain Agent Information (MAI)

Upon requestMAI providesotheragentsor other sub-componentaith namesof agentscapableof
performingcertainspecifiedactivities. Two sub-componentare responsiblefor the performanceof
this taskupdate_agent_informatiofJAl) andretrieve_capabilities_informatiofRCI).

4.3.1 Update Agent Information (UAI)

UAI maintains models of other agents knoteran agentitself. A modelof anotheragentconsists of
statements that express cooperativeness of the other isgamgilability (thatit normally has notime
to help other agents, or normally is ablé&dp), punctualitywith respectto deadlinesgt cetera.UAI
stores and updatesits knowledge by maintaining which activities other agentsare capable of
performing, the projects in which they participate and the goals to which they are committed.

4.3.2 Retrieve Capabilities Information (RCI)
RCI provides, for each activity, the names of all agents knowe tapableof performingan activity
and the available meta-information concerning the exhaustiveness of the information.

4.4 Cooperation Management (CM)

The componenCM is a composecomponentesponsibldor all tasksconcerningprojects, project
commitments and cooperation. Before describing CM's subcomponents in detafrtimation links
within CM and part of CM's control structure are given.

The interactionbetweenthe component®f CM and CM's environmentis organizedthroughthe
links depictedin Figure 3. If a new project is to be createdthe relevantinformation entersthe
component GP through the lirdquired_projecfwhich transfers theaformation alsotransferredoy link
self_info_for_cooperatio@f Figure 1). The information GP needsatheragentsentersGP throughlink
info_on_other_agentseealsolinks other_agents_info_for_cooperatiénd communicated_info_to_CN0f Figure
1) and this information is requestedthrough link required_info_on_other_agentésee also links
info_to_be_communicatednd self_info_requesof Figure 1). The commitmentsamadein the createdproject
andthe information on the joint project are transferredthroughlink commitments_to_outpusee also
links info_to_be_communicate@ind cooperation_info_to_ OP©f Figure 1). The generategrojectis sentto
MP to be monitored through lirdevn_generated _projeclf GP is activated becausemonitoredprojectis
to be reconsideredthe relevantinformation is transferredthrough link monitoring_infa The links
incoming_project_infdsee also linkommunicated_info_to_CMf Figure 1)and own_generated projettansfer
the necessary information on projects that MP has to moRiborthis purposeMP needsinformation
which is requestedthrough the link required_monitoring_info(See also links required _observationsand
required_world_info of Figure 1) and enters MP through link incoming_project_info (see also links
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observed_world_info_to_Cvand world_info_to_CM of Figure 1). If necessarythe resulting monitoring
informationis transferredhroughthe links monitoring_infoand monitoring_info_to_outpu{seealsolinks
info_to_be_communicatedNdcooperation_info_to_OPOf Figure 1).

/ ( Cooperation Management - task control struc ) \
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Figure 3 Components and Interaction within the cooperation management component

The control structure of CM contains the following rules.
if start
then next_component_state(monitor_project,awake)
and next_link_state(incoming_project_info,awake)

if target_set(project_to_be_generated)
and component_state(generate_project,idle)
then next_component_state(generate_project,active)
and next_target_set(project_to_be_created)
and next_link_state(required_project,up_to_date)

The occurrence®f "awake" in the first rule expresseghat the momentCM is activated,CM's
subcomponent MP and ttiek incoming_project_infoareto be activatedad infinitum. MP continuously
monitorsprojectsandfor this MP needsall monitoring information as soonasit is available.The
"active" Of the second rule expresses that GP is only active while trying to generate a new project.
"up_to_date" expresses that the information transferbgdhe link required_projegtshouldbe available

in the input interface of GP, prior to the activation of GP. The activation condition of the secasd rul
that CM is set the targejrdject_to_be_generated” and GP is not already active.

4.4.1 Generate Project (GP)
Given the goal G, motivation M, priority p, deadline T, all possible sets A of activities with which gc
G can be reached, and an agent's oapabilities the componenGP has twomain tasks:to prepare
project commitments (PPC), anddenerateand modify projectrecipes(GMR). Links aredefinedto
regulatethe interactionbetweenGP's componentandits environment,seeFigure 4. Recipesenter
PPC through the links recipe_to_be_repairedsee also link monitoring_info of Figure 3) and
recipe_to_be_preparégee also linkequired_projecof Figure 3). To prepare the commitments REqliests
information on otheragents.Theserequestsare sentthroughthe link needed_info_on_other_ager{see
also link required_info_on_other_agentsof Figure 3), the answers enter through link
info_on_other_agents_to_PRA@nd link info_on_other_agent®f Figure 3). The information producedby
PPC is transferretb GMR throughlink prepared_projectWhile makingthe recipe GMR interactswith
other agentsthrough the links info_for_agents(and link commitments_to_outputof Figure 3) and
info_on_participants(see also link info_on_other_agentof Figure 3). The final recipe is sent to the
participants through linkfo_for_agents

The component Prepare Project Commitments (PPC) determinesa preferredset A of
activities with which goalG canbe reachedUsing domain-knowledgé¢he dependenciebetweenthe
activities in A are determined using critical path methods. This (partial) ordering of the activitiés in
important in the development of a reciRefor goal G. Given this dependency-grapRPC determines
which agents can and are willing to perform activities to help rgaahG. The dependency-graptor
A, theinformation (G, M, p, T), the relevantcapabilitiesof the willing participants(including the
agent's own relevant capabilities) and the corresponding names of the agents, are sent to GMR.
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Figure 4 Components and Communication within the generate project component

Using PPC's information, the componentGenerate and Modify project Recipe (GMR)
designs a recipR that conformsto the interdependenciesetweenthe activitiesin A (thusleadingto
G's fulfilment). The recipe B interactivelydesignedoy iteratively generatingand sendingproposed
recipe elements to agents interested in participation. A recipe element coinaitsk of A, a willing
participantcapableof performingthattask, a priority p and a deadlineT for that task. The willing
participants accept, adapt rejectthe proposedecipeelements Acceptanceor adaptatiorof a recipe
element implies that the agent commits itself to this elen@®R adjuststhe partial recipedepending
on the replies from participating agents. A recipe may be found that is acceptablearticipantsand
that will reach goal G before its deadline. The duratiotnefecipeandteambuilding is estimatedon
the basis of th@eumberof activitiesinvolved, the numberof willing participantsandthe time needed
for communicatingequestsandresponsesThe time requiredfor communication(dependingon the
situation)is assumedo be known. In addition, communicationis assumedto be error free. The
resulting recipe is communicated to all participants.

4.4.2 Monitor Project (MP)

The component MP is responsible for the detection of the need for alterations to a project ortihe ne
enda project. MP monitorsthe progressof projects. Inorderto performits task MP has twosub-
componentsassess_viabilityand determine_consequencethe componentsand the links for interaction
within MP aredepictedin Figure 5. Information on the projectto be monitoredand the necessary
monitoring information enters AV through lirkoject_infa The request for monitoringformationand
the resulting assessmentinformation is transferredto CM's output interface through links
assessment_info_to_outpandmonitoring_info_to_outpu{seeFigure 3). Throughlink assessment_info_to_DC
this information is also sent to DC, which uses it to determine changegomtha@roject. Information
on changes is sent through the links_on_project_changeandmonitoring_info_to_outpufsee Figure 3jo
CM's output interface. From CMautputinterfacethe informationis transferredo AIM throughthe
link info_to_be_communicategsee Figure 1).

/ ( Monitor Project - task control structu ) \
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Figure 5 Components and Communication within the monitor project component
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Assess Viability (AV) monitorsthe viability and validity of recipes.To checkthe validity of a
projectrecipe,AV usesthe sameconsiderationss the sub-componenEOP of the componentOPC.

To monitor the processit uses information received from OPC, WIM and MWI (its other
components). It can also actively formulate requests for observational information from WIMoMWI
information of other agents via MAI and AIM.

Determine Consequences (DC) interpretsAV's monitoring results.DC issuesrequeststo find
new recipesor to adaptexisting recipes, to the componentproject_generationof CM and issues
corresponding messages to the participdd@also determinesvhena goal G shouldbe withdrawn

(for example, because the goal is unattainable, the goal has been reached, or because thefomotiva
the goal no longer exists) and prepares and issues a message to that effect to each participant.

4.5 World Interaction Management (WIM)

The component WIM is responsildier the executionof observationgndactions.An importantsub-
task of this component is the observation of the effects on the wdtié tafsksexecutedoy the other
agents and by the agent itself.

4.5.1 Prepare Action Execution (PAE)
This component prepares the execution of acti@terminedoy AST by communicatingo the world
which actions should be taken.

4.5.2 Prepare Observation Execution (POE)
WIM preparesspecific observationsThe observationainformation is sentvia DOI to those sub-
components that analyse this information.

4.5.3 Distribute Observation Information (DOI)

Upon request, observational information is sent from DOI to other compdrertisiing MWI). DOI
can also take the initiative to inform other components(including MWI) of (domain-dependent)
important changes in the world.

5 An Application of the Model to Distributed Project Coordination

In this sectiona simplified exampleof the coordinationof the routine designof aircraftinterior is
analysed Agentsrefer to individuals (or groupsof individuals) with a specifictaskin the project. A
designprojectmanageiis assignedhe task of coordinatingall designactivitiesfor the interior of an
aircraft, for example the design of the toilet unit, luggage bmasdrobe,gallies, side panels,andthe
floors, in close collaboration with the financial department. The responsibility for the desigchof
the individual units is delegated to a unit manager, who in turn coordthatdssignof more specific
aspectsof that unit. The design project managerinteractswith a number of specialists:financial
specialists, styling specialists, logistic specialists, tooling specialists, et cetera, to coordinate the pi
as a whole.

6.1 Communication between agents
Interactionbetweenagentsis modelledby informationlinks, controlledby the agentfrom which the
links originate. Different types of information are exchangedthrough links: both object level
information such asinformation on the designobject description,the initial cablerouting, switch
dimensionsand positions, the initial design, productinformation, and meta-levelinformation i.e.,
requestdor information, evaluationinformation on the designobject description,conflicts between
routing of cablesandthe initial design, and information on the designprocess(e.g., planningand
scheduling).The double-arrowedines in Figure 2 depict theinformation links that specify the
exchange of these types of information between agents.

To describe the interaction between agents the creatioprofextis sketchedrom the perspective
of a design project manager. In Table 4 a sydtaneis presentedor the creationprocess sketching
the activation of agents, components of agents and the information communicated through time.
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Figure 6 Communication during project creation

6.2 Project creation scenario
The componentOPC of the designprojectmanage(DPM) hasthe goal to designthe interior of an

aircraft (1). To reach this goal, DPM needs help. Thus, his component GP (p&f) &f activatedto

DE
EFQ SE

generatethe project. Immediately,PPC (part of GP) is activatedto determinewhich activities are

needed to reach the gaaild which possibleteammemberdor the project(2) canbe found. For this

purposeDPM requestspossibleparticipation from design engineers,electrical engineers, systems
engineers, unit managers, styling specialists and tool experts.

time | agent [compon| sub- [subsub- links
point ent |compon |compon
ent ent

1. DPM OPC self_info_for_cooperation

2. DPM CM GP PPC [required_project and recipe_to_be_prepared

3. DPM AIM needed_info_on_other_agents, required_info_on_other_agents,
info_to_be_communicated, communication_to_be_performed, and
links between DPM and the other agents

4. other AIM incoming_communicated_info

5. other OPC communicated_info_to_OPC

6. other AIM link from OPC to AIM, communication_to_be_performed, and the lin
between the agent and DPM

7. DPM AIM incoming_communicated_info, communicated_info_to CM

8. DPM CM GP PPC [communicated_info_to_CM, info_on_other_agents, and
info_on_other_agents_to_PPC

9. DPM CM PG GMR |prepared_project

10. DPM AIM info_for_agents, required_info_on_other_agents,
info_to_be_communicated, communication_to_be_performed, and
links between DPM and the other agents

11. other AIM incoming_communicated_info

12. other OPC communicated_info_to_OPC, the link from OPC to AlM,
communication_to_be_performed, and the link between the agent ajd
DPM

14. DPM AIM incoming_communicated_info and communicated_info_to_CM

15. DPM CM GP GMR [info_on_other_agents and info_on_participants.

16. DPM AIM info_for_agents, commitments_to_output, info_to_be_communicatf

cM MP info_for_agents, and own_generated_project

Table 7 System trace: project creation
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The requestsare handledby DPM's AIM componen{(3). Eachof theseagentsreceivesthe request
throughits own AIM componeni4), and considerghe requestfor possibleparticipationin its own
component OPC (5). Each agent's AIM component returns an answer to the request (Ec&NrM
the agents' responses (in his Abldmponent)7). The repliesare forwardedto the PPC component,
which continuesthe preparatiorof projectcommitmentsin interactionwith the possibleparticipants
(iteratingsteps 3through8). The information on the projectactivities and the willing participantsis
sent to GMR (part of GP). This component is responsible for the creationfofahescipe. This task
involves frequentcontactwith the willing participants.Again this contactis handledby the AlM
component®f the agents(10,11). The OPCs ofthe willing participantscheckto seeif the activities
assignedo themfit in their own schedules(12). Information on the success offailure of their
scheduling is sent by their AIM component (13) to the AIM compooeBtPM (14), which forwards
it to GMR (15). By iterating steps 10 through 15, GMR creates a final recipe.

The resulting recipe includes the global goal (i.e., airtodbe designedyiven global requirements
and specificationslandrecipeelementsA recipeelementrelatedto the designof a unit includesthe
following information:

- the specific requirements and specifications for the unit to be designed (balsedhitial designof
the whole aircratft),

- one unit manager (UM),

- one design engineer (DE),

- one electrical engineer (EE), and

- one systems engineer (SE).

The resultingrecipeis sentto eachof the unit managersdy AIM (16). The CM componentof DPM
makes sure that the resulting recipe will be monitored by its subcomponent MP (16).

After the unit groups have been formed the unit managers scheddlesibaprocess otheir unit,
following a similar pattern.

7 Discussion

Multi-agent literature focusseson modelling interactionbetweenagents, most frequently basedon
informal models of interaction; s€@/ooldridgeand Jennings,1995). The formalizationof Jenning's
(1995) proposal in the DESIRE framework explicitly contaitask decompositiona specificationof
the information exchange and task sequencing, details lacking in Jennings' original model.

In the process of formalizing Jennings' model the following assumptions, unddhgiagproach,
were found:

- communication is assumed to be fool proof.

- message delay time is assumed to be known to all agents.

- agents are assumed to have mutual beliefs: one level of nesting deep (everyone knows that ever
knows).

- a global clock is assumed.

- agents are assumed to be able to predict, with a reasonable degree of accuracy, the time taken t
execute each of their domain level activities.

- durations of actions are assumed to be fixed and known to all.

Somegapsin Jennings'model have beerdiscoveredand solutionswere chosenfor the formal
model. For example with respect to the generation of recipesritiieal model only specifedwhat to
sendto possibleparticipants,not when. If the sequencings unfortunate,the processmight not
terminateand previous commitmentsmight haveto be given up in favour of new ones. For the
componengenerate_projedn the formal modeh specifictechniquehasbeenspecifiedthat can be used
for the generationof recipes.With this techniqueit is clear when and what to sendto possible
participants. The technique can be proven to terminate. Of course, this approach issbutmmegor
that problem. Other negotiation strategies can also be formalizedgenthige_projecomponent.

Furthermore, in the original approach the prioritieaaffonswere staticand predeterminedin the
formal model,actionscanhavepriorities that are determinedand changedn a dynamicmanner.The
effect of a change in priorities is discovered by the compon@tior_projectof oneof the participating
agents and, if necessary, the compoperirate_projeddf that agent reconsiders the project.

In the original model only total success and total failure could lead to the reconsideratrenipéa
In the formal model it is possible that a recipeeconsiderean the basis ofpartial success opartial
failure, leading to different actions and new goals.
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The genericspecificationsof the model can be usedin diverse project coordinationsituations,
instantiated for the specific domain of application. This paper cordaittisistration of the application
of the model for cooperation in aircraft interior design.

To conclude, by formally specifying not only the knowledge involved, but also the task
sequencing, and the types of interaction and coordination patterns required during project coordin:
Jennings'model has beenrefined and generalized.Furthermore,more detailed insight has been
acquired in the required type of support (for example, types of verification and validation).
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